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 Intro to modern prediction methods and how we got where we are today

 In what settings are modern prediction methods most advantageous in the organizational 
sciences

 Implications of new tools like large language models

Today’s Agenda
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Quick Overview of Machine Learning
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 We often want to predict some outcome (i.e., DV, target)
− E.g., Job performance, turnover

 Prior to the whole “ML” craze, how was this accomplished?
− Regression (e.g., ordinary least squares or logistic)

− Unit-weighting

− Etc.

Let’s Predict Something

(i.e., Y^)

 But there are limitations to 
methods like these…
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 Underfitting: If nonlinear or complex relationship between Xi and Y, OLS will be suboptimal

Some Difficulties with Ordinary Least Squares (OLS)

− But can’t you can add polynomials and interactions to OLS….. Yes, but…
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 Overfitting: When a model describes the training data better than the population of interest 
(i.e., model is too complex)
− E.g., too many variables, small sample size, multicollinearity, too much model complexity

Some Difficulties with OLS

Example using OLS: With 125 predictors 
and N=400 for training, the multiple R = .70. 
When tested on a holdout sample though, 
the average holdout correlation (N = 2000) 
with job performance is just .27

Not necessarily specific to OLS, but we want to 
avoid capturing chance fluctuations in data
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 Goal of supervised machine learning solutions is to produce generalizable predictions
− Traditional methods generally use the same sample to develop and test the model. This is misleading 

if the goal is to generalize to new samples

− ML develops a model on a “training set” of data, and the goal is to minimize prediction errors in new 
“test set” of data that were not used to develop the model

− Modern modeling methods attend to the tradeoff between overfitting and underfitting data, doing so 
with different types of algorithms…

Modern Prediction Methods

Full 
Dataset

Training 
Dataset

Test 
Dataset

Underfitting Overfitting

(i.e., cross-validation)
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 The number of modern prediction methods available is continuously expanding
− Below are some available via caret (https://rdrr.io/cran/caret/man/models.html)  

Modern Prediction Methods: Many Algorithms

https://rdrr.io/cran/caret/man/models.html


9

 Penalized regression helps prevent overfitting when N/k ratio is small
− OLS weights are unstable unless very large sample sizes

− Penalized regression intentionally biases training sample prediction by penalizing large weights

− Helpful to prevent overfitting. However, not really designed to model high complexity… 

Modern Prediction Methods: Example 1 (penalized regression)

Operationalization k OLS 
(N=500)

Penalized 
(N=500)

Personality Items 224 .10 .19

FFM dimensions 5 .12 .12

Ridge Regression Formula

Speer, Christiansen, Robie, & Jacobs (2022)

Shown are holdout validity coefficients
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 15k+ simulations across varied conditions (e.g., criterion-related validity, number of 
predictors, item or scale scoring, inter-correlations)

Modern Prediction Methods: Example 1 (penalized regression)

Operationalization OLS 
(N=250)

Penalized 
(N=250)

OLS 
(N=2000)

Penalized 
(N=2000)

50 predictors (i.e., items) .21 .24 .32 .32

200 predictors (i.e., items) .30 .45 .65 .65

Shown are holdout validity coefficients
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 Random forests (and similar tree models, e.g., boosted trees) can handle substantial data 
complexity such as interactions and curvilinear effects
− Also designed to help prevent overfitting (e.g., randomization of variables and cases)

− Tree-based methods frequently used in winning ML competitions in previous years

Modern Prediction Methods: Example 2 (random forests)

y^ 
= 5.2

y^ 
= 3.3

Extraversion

Extraversion
Social

Intelligence

LowerHigh

Medium Low

y^ 
= 5.5

y^ 
= 3.5

LowHigh

Y^ = predicted job performance (average within node)
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Some General Observations 
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 Most ML algorithms have numerous hyper-parameters that influence how the algorithm 
works. Proper “tuning” leads to improved performance

Hyper-Parameter Tuning

Lambda (λ) MSE

Trial 1 .00 .41

Trial 2 .10 .42

Trial 3 .20 .38

Trial k … λi ?

How do we determine this 
hyper-parameter (λ)?

Grid search varying parameter, 
and look at holdout results=

− For example…
 Random forests can tune # predictors sampled, node size or max depth, # trees (robust to overfitting)

 Xgboost can tune many (e.g., # trees, learning rate, tree depth, k sampling rate) 
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Hyper-Parameter Tuning: Problem 1 – Not Separate Tuning & Testing

 Avoid data leakage that convolutes hyper-parameter identification and model testing

Full 
Dataset

Training 
Dataset

Test 
Dataset

These should be 
completely separated for 
all stages of the research
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Hyper-Parameter Tuning: Problem 1 – Not Separate Tuning & Testing

 Avoid data leakage that convolutes hyper-parameter identification and model testing

Training 
Dataset

Test 
Dataset

Ideally, hyper-parameters are determined in a sample 
completely different from the test set

The hyper-parameter configuration with the best performance 
in validation holdout folds is chosen to form algorithm

Final algorithm 
is formed

Model is tested on completely 
independent sample
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Hyper-Parameter Tuning: Problem 1 – Not Separate Tuning & Testing

 Avoid data leakage that convolutes hyper-parameter identification and model testing

Full 
Dataset

Instead, sometimes people rely on the average “validate” 
folds for model evaluation after tuning

How to avoid this?
 Use a fully independent test dataset
− However, don’t forget sampling error impacts the test dataset just like any research!!!!!!!!

 Use nested k-folds cross-validation



17

 Important parameters are sometimes not tuned well, making cross-algorithm comparisons 
unhelpful
− Simple methods like ridge regression are straightforward and there isn’t massive need to grid-search 

your data “to death”

− Other methods have core parameters that researchers often ignore or treat coarsely and need more 
thorough tuning 

Hyper-Parameter Tuning: Problem 2 - Not Fully Tuning

Let’s say we’re using xgboost with R caret…

Xgboost has many hyper-parameters…

What if we only train the number of trees 
and use otherwise default settings? 

Tuning Test rxy

Tune all hyper-parameters .39

Only tune # trees .28
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 Sometimes we simply care about predicting an event….

 However, what do our predicted scores actually represent…

 Construct validation requires a preponderance of evidence to support scores…

Considerations
 Exert strong construct validation design (e.g., convergent and discriminant measures)

 Content validity evidence
− Garbage-in-garbage out… construct-relevant in-construct-relevant out

− Can SMEs perform content validity judgments of the inputs? 

− Irreducible error may limit a model from fully reflecting construct (e.g., text to infer personality)… 

Construct Validation: It’s not just about rxy with the target….



19

Situations Where ML is Most Advantageous
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 Tabular Data
− Small-sized datasets: penalized regression will be helpful. As datasets get larger, possibly helpful

− Medium-sized datasets: random forests and gradient boosted machines become more feasible, and 
these are both powerful (particularly if data are complex)

− Large and complex datasets: neural networks are often the leader in prediction as data complexity 
increases, though with tabular data, alternative methods often work just as well

Thoughts on ML Efficacy
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 Unstructured and Complex Data
− In general, this is where ML shines!

− Text Data and Natural Language Processing (NLP)
 Where the largest gains have been seen in our field thus far

− Big, complicated data (e.g., digital breadcrumbs, visual data)

Thoughts on ML Efficacy
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Some recent organizational sciences papers using NLP…
 Screening & Assessment (Campion et al., 2016; Fan et al., 2023; Hickman et al., 2022; 

Thompson et al., 2023; Yankov & Speer, 2023)

 Analyze Open-Ended Survey Responses (Speer et al., 2023)

 Measuring Culture (Pandey & Pandey, 2017)

 Measuring Job Performance (Speer, 2018; Speer, 2020)

 These are just a few, and these are just academic applications…

Natural Language Processing: Frequently Used in the Org Sciences
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 Simple dictionary counts
− Can measure text themes (what is the text about) or valence (how positive is the construct)

Natural Language Processing: Early Approaches

text <- 'I hate that cat’
syuzhet::get_sentiment (text, method = "afinn") ### = -3

“There is simply no option for 
growth in my current company”

advancement…

growth…

development… ladder…

text <- ‘I do not hate that cat’
syuzhet::get_sentiment (text, method = "afinn") ### = -3
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 Supervised Bag of words (BOW-ML): words 
or word combination are only analysis attributes
− Ignores word information order (semantic structure), 

but generally performs similarly to more advanced 
methods (Kobayashi et al., 2017)

− Word vectors trained to recreate target score (e.g., 
performance rating, SME rating) via ML

− Most commonly used by social science researchers 
in the past

− Semantic meaning can still be captured somewhat 
using n-grams (“White”, “White House”)

Natural Language Processing: Early Approaches

ID DV Word1 Word2 Work3 Work_k
1 5.5 0 0 0 1
2 4.3 0 1 0 0
3 5.7 1 0 0 1
4 4.1 0 0 1 1
5 5.9 0 0 0 1
i 6 1 0 0 0
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 BOW-ML is reasonable, though oftentimes performance is lower than desired
− These are just a few examples…

Natural Language Processing: Early Approaches

BOW results

Study Constructs BOW - Convergent 
Correlation

Speer et al. 
(2023)

Attitude constructs
*BOW = dictionary .30

Thompson et 
al. (2023) Virtual AC ratings .70

Yankov & 
Speer (2023) Virtual AC ratings .65

Speer et al. 
(2023)

Job performance 
valence .55

DV = SME ratings
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 Deep Neural Network Transformers: Transformer models are neural network architectures 
that learn context from text and therefore better reflect relationships between data
− Just like BOW-ML, can train to predict a target score

− Org sciences was late to the party, but usage increased around 2020 onward (later in academia)

Natural Language Processing: Transformer Neural Networks

Transfer learning!

“This job is great if you 
like working for Satan”
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 Drastic improvements seen by using transformers
− See below. Other examples with favorable transformer properties: e.g., Koenig et al. 2023; Liu et al., 

2023)

Natural Language Processing: Transformer Neural Networks

Study Constructs BOW - Convergent 
Correlation

Transformer -
Convergent Correlation

Speer et al. (2023) 
/ unpublished

Attitude constructs
*BOW = dictionary .30 .73

Thompson et al. 
(2023) Virtual AC ratings .70 .84

Yankov & Speer 
(2023) Virtual AC ratings .65 .69

Speer et al. (2023) Job performance 
valence .55 .84

Little reason to use BOW going forward

DV = SME ratings
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Large Language Models (LLMs)
We’ve Barely Scratched the Surface: Transformers on steroids



29

LLMs: Connecting Everyone to Artificial Intelligence
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 Most of us know it can converse in a human-like way

LLMs: Connecting Everyone to Artificial Intelligence
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 More powerful models possess all the previous advantages of earlier transformers while 
having many more capabilities at large for the organizational sciences
− Develop teaching plans

− Content generation (e.g., items, SJTs, assessment center plans)

− Generate reports

− Interactive assessments

− Measurement (i.e., automated)
 Identify themes

 Measure valence

− Fake assessments

− Serve as coach

− Perform work

− Etc. 

LLMs: Connecting Everyone to Artificial Intelligence
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 Replace resource intensive supervised modeling?…

LLMs: A Few Examples of “off-the-shelf” capabilities

BOW - Convergent 
Correlation

Supervised Transformer 
- Convergent Correlation GPT 3.5 GPT 4.0

.55 .84 .80 .84

Trained on 10k+ cases No training needed 

Performance Appraisal Comment
“There are times when you seem perturbed during meetings, both verbally and non-
verbally (e.g., short in communication, arms defensively folded). This can come 
across as hostile; it’s important to focus on appearing more controlled with others”

Raises the question: In what contexts can GPT judgments be used to replace SMEs? When 
would we feel comfortable doing this?
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 Use as a SME for content analysis

LLMs: A Few Examples of “off-the-shelf” capabilities

I recently collected several hundred 
open-ended responses on why 
applicants choose to decline a job

Used GPT4 API to identify 25-30 
common themes across all texts. 

Manual review by me to clean up, 
reduce, and provide definitions after 
reviewing text

Task 1: Unstructured Theme Identification Task 2: Assign Comments to Theme Categories

Had GPT review each comment and 
assign it to whichever themes were 
relevant. 

Simultaneously, I independently coded 
70 comments myself. Agreement was 
high (agreement = 95%; kappa = .83)

Given this, I used GPT to code the 
remaining comments
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In Conclusion
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 There’s a lot to machine-learning, and this talk only covered a very small portion

 The world of ML is shifting rapidly, which will impact the field of organizational sciences

 Organizational scientists would benefit from learning these methods

In Conclusion

Thank you!



36

Appendix
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Hyper-Parameter Tuning: Problem 1 – Not Separate Tuning & Testing

10-fold nested cross-validation Selection = validation sample
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