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Abstract

Discriminant validity wasoriginally presented asaset of empirical criteria that can be assessed from

multitrait-multimethod (MTMM) matrices. Because datasetsused by applied researchers rarely lend

themselves to MTMM analysis, the need to assess discriminant validity in empirical research has led

to the introduction of numerous techniques, some of which have been introduced in an ad hoc

manner and without rigorous methodological support. We review various definitions of and

techniques for assessing discriminant validity and provide a generalized definition of discriminant

validity based on the correlation between two measures after measurement error has been con-

sidered. We then review techniques that have been proposed for discriminant validity assessment,

demonstrating some problems and equivalencies of these techniques that have gone unnoticed by

prior research. After conductingMonte Carlo simulations that compare the techniques, we present

techniques called CICFA(sys) and w2(sys) that applied researchers can use to assess discriminant

validity.
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Among varioustypesof validity evidence, organizational researchersareoften required to assessthe

discriminant validity of their measurements (e.g., J. P. Green et al., 2016). However, there are two

problems. First, the current applied literature appears to use several different definitions for dis-

criminant validity, making it difficult to determine which procedures are ideal for its assessment.

Second, existing guidelines are far from the practices of organizational researchers. As originally

presented, “more than one method must be employed in the [discriminant] validation process”

(Campbell & Fiske, 1959, p. 81), and consequently, literatureon discriminant validation hasfocused

on techniques that require that multiple distinct measurement methods be used (Le et al., 2009;
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Agenda

1. Introduction to convergent and discriminant validity

2. How does convergent validity relate to reliability

3. When do you need to assess discriminant and convergent 
validity

4. Statistical techniques for assessing convergent and
discriminant validity

5. Workflow and reporting



Introduction to convergent and
discriminant validity



Convergent and discriminant validity

• Introduced by Campbell and 
Fiske (1959)
• No definition 

• Empirical tests using MTMM 
correlations

• Convergent validity refers to 
whether indicators that are 
supposed to measure the 
same thing correlate

• Discriminant validity refers to 
whether indicators that 
measure different things do 
not correlate too strongly

Yli-Renko, H., Autio, E., & Sapienza, H. J. (2001). Social capital, knowledge acquisition, and knowledge exploitation in young 

technology-based firms. Strategic Management Journal, 22(6–7), 587–613. https://doi.org/10.1002/smj.183 p. 602

Campbell, D. T., & Fiske, D. W. (1959). Convergent and discriminant validation by the multitrait-multimethod matrix. Psychological

Bulletin, 56(2), 81–105.

https://doi.org/10.1002/smj.183


Multitrait-Multimethod matrix

Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

https://doi.org/10.1177/1094428120968614


Modern discriminant
validity





Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

Discriminant validity is about measures, not constructs

Factor model is not a part of the definition

https://doi.org/10.1177/1094428120968614


Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

https://doi.org/10.1177/1094428120968614


Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

What is is “low enough”?

https://doi.org/10.1177/1094428120968614


Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

What is is “low enough”?

https://doi.org/10.1177/1094428120968614


Summary of discriminant validity

Two measures intended to measure distinct constructs have 
discriminant validity if the absolute value of the correlation 
between the measures after correcting for measurement error is 
low enough for the measures to be regarded as measuring distinct 
constructs. 

Any cutoff is ultimately arbitrary



Modern convergent validity
and reliability



Multitrait-Multimethod matrix

Rönkkö, M., & Cho, E. (2020). An updated guideline for assessing discriminant validity. Organizational Research Methods. 

https://doi.org/10.1177/1094428120968614

Campbell, D. T., & Fiske, D. W. (1959). Convergent and discriminant validation by the multitrait-multimethod matrix. Psychological

Bulletin, 56(2), 81–105. p. 83

What are methods 

M1 and M2?

https://doi.org/10.1177/1094428120968614


Reliability Convergent validity

First measure

Second measure

Example convergent validity and reliability

Please 
estimate the 
weight of the 

person you see

Assumption: lack 

of reliability the 

only reason 

measures not 

perfectly correlated

Same correlation 

can be either 

convergent validity 

or reliability 

evidence, depending 

on measures



How strongly should distinct measures 
correlate?

Recom-

mended 

range

Carlson, K. D., & Herdman, A. O. (2012). Understanding the Impact of Convergent Validity on Research Results. Organizational 

Research Methods, 15(1), 17–32. https://doi.org/10.1177/1094428110392383

https://doi.org/10.1177/1094428110392383


When to assess convergent 
and discriminant validity



Commonly requested by reviewers

Green, J. P., Tonidandel, S., & Cortina, J. M. (2016). Getting through the gate: Statistical and methodological issues raised in the 

reviewing process. Organizational Research Methods, 19(3), 402–432. https://doi.org/10.1177/1094428116631417 p. 412

But most studies do not have multiple 

methods that are maximally different?

https://doi.org/10.1177/1094428116631417


When to report discriminant and convergent 
validity evidence

Convergent validity

• When distinct measures are 
used
• e.g., Validating a perceptual 

measure of firm performance 
with an accounting measure

• When proxy measures are 
used

• Not when similar measures 
are used
• e.g., A multiple-item scale

• Not if a correlation is used in 
a unidimensional reliability 
measure (e.g., alpha) 

Discriminant validity

• When there is a concern that 
measures intended to 
capture different things 
actually capture the same 
thing

• When correlations between 
scales are high (e.g. factor 
correlations >.50) 



Overview of 
discriminant validity
assesment techniques



Effect of random measurement error

x

X

y

Y
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data

Measurement 
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Perfect measurement Random measurement error

Variances of error term(s) e and latent variables X and Y are equal

x

y
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y
r=1 r=0.506



CICFA

χ2(1)

χ2(ref)

Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

https://doi.org/10.1177/1094428120968614


Estimating factor correlation with CFA

Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

CICFA Standardization after estimation works

χ2(1) and χ2(ref) estimated model must be standardized

https://doi.org/10.1177/1094428120968614


Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

Nested model 
comparison

1. Estimate a factor model 
where all factor 
correlations are freely 
estimated 
(unconstrained model)

2. Estimate constrained 
model A (χ2(1) and 
χ2(ref)) or C (χ2(merge))

3. Compare constrained 
model against 
unconstrained model

4. Repeat for each factor 
pair 

https://doi.org/10.1177/1094428120968614


> library(lavaan); library(semTools)

> fit <- cfa('visual  =~ x1 + x2 + x3

textual =~ x4 + x5 + x6

speed   =~ x7 + x8 + x9 ',

data = HolzingerSwineford1939)

> discriminantValidity(fit)

Some of the latent variable variances are estimated instead of fixed to 1. The 

model is re-estimated by scaling the latent variables by fixing their variances and 

freeing all factor loadings.

lhs op     rhs est ci.lower ci.upper Df  Chisq Chisq diff Df diff Pr(>Chisq)

1  visual ~~ textual 0.46     0.33     0.58 25 152.23      66.92       1          0

2  visual ~~   speed 0.47     0.33     0.61 25 124.02      38.71       1          0

3 textual ~~   speed 0.28     0.15     0.42 25 200.42     115.12       1          0

> discriminantValidity(fit, merge = TRUE)

Some of the latent variable variances are estimated instead of fixed to 1. The 

model is re-estimated by scaling the latent variables by fixing their variances and 

freeing all factor loadings.

lhs op     rhs est ci.lower ci.upper Df  Chisq Chisq diff Df diff Pr(>Chisq)

1  visual ~~ textual 0.46     0.33     0.58 26 181.34      96.03       2          0

2  visual ~~   speed 0.47     0.33     0.61 26 151.47      66.16       2          0

3 textual ~~   speed 0.28     0.15     0.42 26 236.09     150.79       2          0



Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

Summary of discriminant validity techniques

1. Estimate a factor model 
where all factors 
correlations are freely 
estimated, scale by fixing 
variances

2. Interpret confidence 
intervals CICFA OR estimate 
a series of constrained 
models and use nested 
model test: χ2(1) or χ2(ref)

Online supplements of Rönkkö and Cho
(2020) provide tutorials for Stata, R 
(Lavaan), Amos, LISREL, and Mplus. 

https://doi.org/10.1177/1094428120968614


Workflow for 
discriminant validity
analysis and reporting



Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

The objective of the workflow
1. Determine a level (no problem, three levels of problem) for 

each correlation pair

2. Deal with any problems based on their level

https://doi.org/10.1177/1094428120968614


Two workflows for assessing discriminant 
validity correlations

CICFA(sys)

• Estimate a CFA model

• Compare the CI upper limits 
against the classification 
system cutoffs (lower limits 
for negative correlations)

χ2 (sys)

• Estimate a CFA model

• Compare the correlation 
estimates against the 
classification system to 
determine intial level for each 
correlation

• Test each correlation against 
the upper limit of its current 
level using nested model χ2 

test

Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

Slightly better statistical 

properties

Easier to apply and less 

likely to misused

Recommended alternative

https://doi.org/10.1177/1094428120968614


Workflow CICFA(sys)
1. Determine what is “low enough”

• .80 is a conservative starting point

• Sometimes higher values needed (e.g. sex and gender identity)

• Not applicable to continuum constructs

2. Estimate a CFA model and inspect confidence intervals



Workflow χ2 (sys)

1. Determine what is “low enough”
• .80 is a conservative starting point

• Sometimes higher values needed (e.g. sex and gender identity)

• Not applicable to continuum constructs

2. Estimate a CFA model
1. Inspect correlation estimate to determine a starting level

2. Perform a nested model comparison test against a comparison 
model with correlation constrained to upper limit of the level

3. If significant, the correlation is at the current level. If not, test 
against the next level



What if we find problems?

• If all correlations are in no problem class, no action is required

• For all problematic correlations, determine
• The source of the problem

• The magnitude of the problem



Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

What actions different levels imply?

https://doi.org/10.1177/1094428120968614


Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

https://doi.org/10.1177/1094428120968614


Summary of CICFA(sys) and χ2 (sys) 

• Choose context specific cutoffs if possible

• Classify each correlation as (example cutoff)
• No problem (<.8)
• Marginal problem (.8-.9)
• Moderate problem (.9-1)
• Severe problem (not different from 1)

• For all correlations that have problems, identify the sources
• Conceptual overlap
• Measurement problem
• Sampling problem

• Explain the problems
• Scale pairs with severe problems are not empirically distinct and cannot 

be used
• Scale pairs with moderate problems can be used only if additional 

evidence from prior studies indicates this is not a systematic problem



Rönkkö, M., & Cho, E. (2022). An updated guideline for assessing discriminant validity. Organizational Research Methods, 25(1), 6–

14. https://doi.org/10.1177/1094428120968614

https://doi.org/10.1177/1094428120968614


Summary of 
discriminant and 
convergent validity
assesment



Convergent validity Discriminant validity

Meaning Do different measures measure 
the same thing

Do different measures measure 
different things

When needed • When distinct measures are 
used (e.g. proxies)

• Not if a correlation is used in 
a unidimensional reliability 
measure (e.g., alpha)

• There is a concern that 
measures intended to 
capture different things 
actually capture the same 
thing

• Crrelations between scales 
are high (e.g. factor 
correlations >.50) 

Statistical technique Correlation between measures Confirmatory factor analysis
• CI of factor correlation 

recommended
• Nested model χ2 test can be

used

Cutoffs • .7 or more desirable
• .5 or less should not be used

• No problem (<.8)
• Marginal problem (.8-.9)
• Moderate problem (.9-1)
• Severe problem (not different 

from 1)

Failure cases • Poor proxies • Conceptual overlap
• Measurement problem
• Sampling problem


